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Abstract—Online social networks (OSNs) with their huge
number of active users consume significant amount energy both
in the data centers and in the transport network. Existing studies
focus mainly on the energy consumption in the data centers and
do not take into account the energy consumption during the
transport of data between end-users and data centers. To indicate
the amount of the neglected energy, this paper provides a compre-
hensive framework and a set of measurements for understanding
the energy consumption of cloud applications such as photo
sharing in social networks. A new energy model is developed
to estimate the energy consumption of cloud applications and
applied to sharing photos on Facebook, as an example. Our
results indicate that the energy consumption involved in the
network and end-user devices for photo sharing is approximately
equal to 60% of the energy consumption of all Facebook data
centers. Therefore, achieving an energy-efficient cloud service
requires energy efficiency improvement in the transport network
and end-user devices along with the related data centers.

Index Terms—Energy consumption; Online social networks;
Photo sharing; Cloud computing; Measurement;

I. INTRODUCTION

Cloud computing moves data processing and storage away
from end-user devices into data centers [1], [2], and under-
pins many online social networks (OSNs) such as Facebook,
Twitter and LinkedIn. The ubiquity of broadband and wireless
networking provides users with instant connection to their
social networks via their PCs or handheld devices.

These cloud services generate considerable amount of traffic
and could change the Internet traffic landscape [3]. Associated
with this increasing traffic is an increase in energy consump-
tion for transporting, processing, and storing data. Since the
data in cloud services is processed and stored in data centers,
an obvious focus for studying energy consumption of cloud
services is the data centers. Cloud provider companies are
continually striving to keep their data centers energy-efficient
[4]-[6]. However, the energy consumption of a cloud service
includes three components: energy consumption of the data
centers, energy consumption of the transport network that
connects the users to the cloud, and the energy incurred by
end-user devices when accessing the cloud [2], [7]. Energy
consumption of the transport network and end-user devices
have been ignored in most studies of energy consumption in
cloud based applications and services [8], [9].

Among cloud based services social networking, and in par-
ticular photo sharing services, have become extremely popular
and are generating significant network traffic volume. In this
paper, we study the energy consumption of a photo sharing
service in an OSN. We choose Facebook as a representative

photo sharing ONS service to analyze, acknowledging that
Facebook is more than just a photo sharing service, and that
it is becoming the biggest photo sharing website in the world
[10]. Facebook currently hosts more than 240 billion photos,
and users upload more than 350 million photos every day
[11]. We analyze the energy consumption of end-user devices
and the transport network when uploading and downloading1

photos to and from Facebook.

The work in this paper builds upon our earlier work in
[7], but differs in two significant ways: we propose new
energy models for shared and unshared network elements, and
apply the energy models to a non-interactive cloud computing
application which is photo sharing in an OSN. In this context,
the contributions of this paper are: (a) a new energy model for
shared network elements in the transport network is proposed;
(b) an energy model for end-user terminals (such as a tablet)
while accessing cloud applications is developed; (c) network
structure and behavior of photo sharing in OSNs are studies
(using Facebook as an example); (d) we obtain a realistic
energy consumption estimate of photo sharing in OSNs by
power consumption measurement and traffic measurement of
end-user terminals.

We estimate the total energy consumption for uploading and
downloading photos on Facbook in one year to be about 304
Gigawatt hour(GWh). By comparison, according to Facebook
[12], it consumed about 500 GWh of energy in 2012 for the
IT facilities in its data centers [12]. Therefore, the energy
consumption of the transport network and end-user devices for
photo sharing is equivalent to approximately 60% of the total
energy consumption of the Facebook data centers including
all services such as photo and video sharing, game, chat and
many more.

We conclude that the energy consumption of cloud services
in the transport network and end-users devices is considerable
and should not be ignored when studying the energy consump-
tion of cloud computing services.

The rest of this paper is organized as follows. We describe
photo sharing in a social network in §II. The energy models
for photo sharing are presented in §III. In §IV , we report
relevant traffic measurements. The energy consumption
of end-user devices, access network, and edge (and core)
network is studied in §V, §VI and §VII , respectively. The
energy consumption of Facebook photo sharing over one year
is considered in §VIII. Finally, the paper is concluded in §IX.

1We use download photos and view photos interchangeably in this paper.
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II. PHOTO SHARING IN A SOCIAL NETWORK

In social networks, new uploaded photos are often more
popular than older photos. The term Hot is used by Facebook
to describe the status of these popular photos [11]. The
popularity of the photos typically decreases after a while (the
status of the photos changes to Warm). After a few days or
weeks, there are generally few downloads (the status of the
photos changes to Cold) [11]. Figure 1 shows the percentage
of user requests for Facebook photos and the volume of photos
stored over time [11]. It can be observed that the majority of
user requests are for Hot photos. For example, approximately
82% of requests are for 8% of photos that are new to the
system. 13% of photo requests are for Warm photos and 5%
of requests are for Cold photos [11].

Facebook mostly relies on a content delivery network
(CDN) for sharing and distributing Hot and Warm photos (e.g
Akamai) [13], [14]. Cold photos are directly served from the
Haystack cache (a CDN within Facebooks data center [10])
and are not distributed by the external CDN.

In the next sub-sections, a network model for uploading and
downloading photos to and from Facebook is described.

A. Uploading photos

The uploaded photos are transmitted to the data center
closest to the user. Figure 2 shows a high-level view of the
Facebook network and its connectivity to users. There are a
few Facebook data centers which are connected to the core of
the Internet.

When a user uploads a photo, the data traverses an access
network which might be an ADSL, Ethernet, WiFi, 3G or 4G
connection, or a combination of these. Then, the data passes
through an edge (metro) network which generally consists of a
metro Ethernet switch, broadband network gateways (BNGs)
and edge routers [2], [7]. Subsequently, the data traverses the
core network comprising large core routers and optical links.
The final destination for storing photos is a physical disk drive
within a data center. The data center network includes one or a
few edge routers, aggregation switches and application servers
and storage servers.

Fig. 1: Access patterns to photos on Facebook, source: [11]

Fig. 2: Network model of an online social network

B. Downloading photos

When a user views a photo, the user’s browser first sends a
request to a web server to find where to download the photo
from [10]: a CDN (Akamai) server or a server within the
Facebook data center. For Hot and Warm photos, the browser
is directed to Akamai servers. Access to Cold photos is directly
from the Facebook data center without passing through the
Akamai network [10]. Figure 2 indicates Akamai servers in
the edge of the network collocated with other ISP equipment.
Distribution of photos by Facebook is based on the location
of friends who are interested in the photos.

When user A in Figure 2 wants to share a photo on
Facebook, the photo is sent to a Facebook data center (DC1).
Then, all friends (user B, C and D) can see the shared photo.
When friends request the photo, DC1 sends the photo to
Akamai intermediate nodes [15] and then after a few hops it
goes to an Akamai server at the edge of the network which
is very close to the users. Local friends such as users B and
C who are connected to the same edge network can see the
photo from the edge of the network. In contrast, when User
D requests the photo, another route is used from Akamai
servers in the core of the network to a server at the edge of
the network near user D to respond to the request.

III. ENERGY CONSUMPTION MODELS

In this section, we describe models for energy consump-
tion in network elements. The models will be used to esti-
mate the incremental energy consumption of a cloud service
(such as Facebook) traffic flow through the transport network
connecting the user and the data centers. We mean energy
consumption arising from the additional power consumed by
the use of the application/service (i.e. photo sharing) where
the user will unavoidably already be using the device or
network. For example, a gateway (without sleep mode) that
is kept on 24/7 for reasons unrelated to using the applica-
tion/service of interest will incur the idle power irrespective
of the application/service. In this case we want estimate of
energy consumption not to be biased or influenced by any
other background activity that could also be taking place. For
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example, network connection maintenance, other applications
or services operating simultaneously with and independent
from the photo sharing activity.

We divide network elements into two types: 1) elements
that are dedicated to a single user (or few users) and 2)
elements that are shared by many users. We examine the
energy consumption (energy-per-bit) of each type separately.

The incremental energy (Einc) due to the introduction of an
additional traffic flow with throughput, ΔC(t) (bit/sec), from
time t1 to t2, added to an element or network with existing
throughput C (bit/sec) can be expressed as:

Einc =
∫ t2

t1
P(C+ΔC(t))−P(C)dt =

∫ t2

t1
ΔP(t)dt

=
∂P(C)

∂C

∫ t2

t1
ΔC(t)dt =

∂P(C)

∂C
Nbit = Eb(C)Nbit (1)

where Eb(C) is the energy-per-bit for the network element
with throughput C and Nbit is the number of transmitted bits.
In this we require ΔP << P(C). To apply this form, we need
to derive the form of Eb(C) for the given element or elements.

A. Incremental energy consumption model for single user
network elements

A single user network element such as a home modem is
typically shared by a small number of users. The network
elements consume some power even when there is no traffic
load. This idle power consumption, Pidle, can be a large
fraction of the maximum power consumption, Pmax, of the
device (Pidle = 60%−95% of Pmax) [2], [7], [16]. Furthermore,
the power consumption of the device increases when the load
increases. The power consumption of each network device
typically follows a linear trend [2], [7], shown schematically in
Figure 3. This linear trend is validated by experimental results
published in [17]. For the devices located in end-user premises,
we consider the idle power, Pidle, to be power consumed
irrespective of the service. (It is required to maintain network
connectivity and provide background services.) Therefore the
incremental energy associated with a user device for photo
sharing is

Einc-ter =
∫ t2

t1
(P(t)−Pidle)dt =

Pmax−Pidle

Cmax
Nbit = Eb-terNbit

(2)
In this P(t) is the power consumption of the device from time
t1 to time t2 which are the start and end times of the upload
or download transaction and Eb-ter is the incremental energy-
per-bit for the customer terminal equipment and Cmax is the
maximum throughput capacity of the equipment.

B. Incremental energy consumption model for shared network
elements

We now estimate the incremental energy consumption of
shared network elements in the transport networks. With cloud

Fig. 3: Power consumption trend in network equipment

services expected to grow rapidly, operators need to scale-
up their existing network capacity (by deploying additional
equipment) to cope with the increasing traffic demand.

The power consumption of the network is the cumulative
consumption of the shared elements that comprise the network.
As more equipment is added to the network nodes accom-
modate demand the total network power consumption can be
represented by the “staircase” curve as shown in Figure 4
Each “step” in the figure corresponds to a network upgrade
event, where the operator progressively adds equipment to
increase capacity when the average long-term load, in the
various elements, exceeds a certain operating load threshold
(typically, ρ < 50% of the maximum load). We consider a
network comprising of n network elements with n >> 1. Let
<Pidle > be the mean idle power over all the network elements.
That is:

< Pidle >=
1

n ∑n
j=1

Pidle,j

Fig. 4: Power consumption trend under large-scale equipment
deployment
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where, Pidle,j is the idle power of the j-th network element.
Similarly, we define the mean network element maximum
power, <Pmax >, and mean network element maximum capac-
ity, < Cmax >. Also, we define the mean incremental energy
per bit as

< Eb >=
< Pmax >−< Pidle >

<Cmax >

With these definitions, the total power consumption of the
network with n >> 1 network elements is:

Ptotal = n(< Pidle >+ρEb <Cmax >)

where, ρ is the utilization threshold of the network elements
for adding new equipment. The average incremental energy-
per-bit (E

′
b) for n >> 1 network elements (base stations, edge

and core devices, servers, etc.) is given by

E
′
b =

Ptotal−< Pidle >

Ctotal
≈

( 1
ρ −1)< Pidle >+< Pmax >

<Cmax >
(3)

where, Ctotal is the capacity of the network elements.

C. Incremental energy consumption model of cloud services
The incremental energy consumption of a cloud-based

service (Einc-cloud) in the end-user devices and transport
network can be determined as follow:

Einc-cloud = Eb-terNbit +Nbit(E
′
b-access +E

′
b-edgehe +E

′
b-corehc)

(4)

where, Eb-ter is the incremental energy-per-bit of the end-user
terminals. E

′
b-access, E

′
b-edge and E

′
b-core are the incremental

energy-per-bit of the equipment in the access, edge and core
networks which are shared and the values are calculated
using (3). he and hc are the number of edge and core routers
traversed. Nbit is the number of transmitted and received bits
when interacting with a cloud service [2], [7].

IV. TRAFFIC MEASUREMENT

In order to examine the number of transmitted and received
bits (Nbit) when sharing a photo on an OSN, we measured the
volume of traffic generated for uploading a photo to Facebook
and then downloading the same photo from Facebook. To do
this, we used a packet analyzer software utility (Wireshark
[18], running on the end-user device) to capture all packets
exchanged between the browser (Google Chrome) and Face-
book.

Photos of different sizes ranging from 1 MB to 10 MB
were uploaded to Facebook with normal resolution. Figure 5
shows the number of bytes exchanged during uploading and
downloading photos versus the size of original photos. The
upload curve indicates the traffic volume exchanged during
uploading is very much smaller than the original size of
the photos. Based on our measurements, we deduced that
Facebook compresses photos heavily in user browsers before
sending them to Facebook servers. Photos are compressed to
960× 640 pixels for normal quality and 2048× 1536 pixels

Fig. 5: Observed traffic during uploading and downloading
various sized photos to and from Facebook versus the original
sizes of photos

for high quality. However, Facebook does not compress small
photos with fewer pixels than the above mentioned thresholds.
In addition, Figure 5 shows the uploading traffic of this cloud
service is higher than the downloading traffic.
We noted from the Wireshark logs that uploading (download-
ing) a photo is sent (or received) as 1314 Byte TCP packets
to (or from) the servers followed by ACK packets from the
servers (or end-user devices). Both data and ACK packets are
included in the traffic count.

The observed traffic for uploading a 5-MB photo in normal
quality using a laptop with WiFi and Ethernet technology is
about 500 KB. We also uploaded the same photo using a smart-
phone with WiFi and 4G technologies. The observed traffic
was about 1.1 MB.
The download curve also shows that the uploaded photos on
Facebook are compressed since the observed traffic during
downloading photos is smaller than the original size of photos.
The observed traffic for downloading the uploaded photo (5-
MB photo) using a laptop with WiFi and Ethernet technology
is 200 KB.
The observed traffic when using the Facebook mobile appli-
cation on a smart-phone (WiFi and 4G) was 120 KB.

Considering the fact that Facebook is not a Storage-as-a-
Service [2] service, photo compression is a very effective
solution for saving bandwidth, increasing the upload speed
and avoiding high traffic in the network.

V. ENERGY USAGE OF END-USER DEVICES

In a global context, we need to consider all contributions
to energy consumption. Therefore, we do include the energy
consumption of the end-user devices. In order to estimate the
incremental energy consumption of end-user devices when
interacting with an OSN, we consider the energy consumption
of a low power laptop and a smart-phone.

The laptop used in these experiments is a Sony VAIO Duo
11 running Windows 8 [19], chosen as representative of a
modern low energy laptop computer. We used a PowerMate
power meter (resolution of 10 mW) [20] and measured the
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Fig. 6: Power consumption of a laptop while uploading a photo
to Facebook

Laptop Mobile phone

Ethernet WiFi 4G WiFi

Upload 106 J 114 J 40 J 23 J

Download 23 J 33 J 18 J 8 J

TABLE I: Energy consumption of end-user devices for sharing
a photo (with original size of 5MB) in a social network

power consumption of the laptop when interacting with the
cloud by Ethernet and WiFi connections. Figure 6 shows the
power consumption of the laptop versus time during uploading
a 5-MB photo in normal quality. The power consumption of
the laptop when connected to Facebook via wired Ethernet,
but in an idle state is 10 Watt (W).

From (2), the incremental energy consumption for uploading
a 5 MB photo is 106 J. In addition, the energy consumption
for a WiFi connection is 114 J.

The same measurement and calculation methods are used
to calculate the energy for downloading photos by the laptop.
The results are listed in Table I.

Increasingly, end-users are turning to mobile devices and
wireless access networks, rather than PCs/laptop computers
and wired connections. Currently, more than half of the users
access Facebook via mobile devices [21], the incremental
energy for uploading a photo using a smart-phone is obtained
by a mobile phone application named PowerTutor [22], [23].
The energy consumed by a smartphone with WiFi and 4G
technologies for uploading 1.1 MB are measured to be 23 J
and 40 J, respectively.

For viewing the uploaded photo by the smart-phone, the
incremental energy by WiFi and 4G for downloading the photo
(file size 120KB) are 8J and 18J, respectively. All results are
summarized in Table I.

VI. ENERGY CONSUMPTION OF ACCESS NETWORK

EQUIPMENT

Access network equipment includes customer premises
equipment (CPE) , and shared equipment at the network
edge. CPE would include an Ethernet gateway, DSL modem,
optical fiber network unit, etc while the network edge might
include a large Ethernet Switch, an LTE base station, an optical
line terminal (OLT), etc. Table II lists the energy-per-bit for
access network equipment when receiving data from the users
(uplink) and transmitting data to the users (downlink). The data
for gateways is gathered from [24] and the energy-per-bit is
calculated based on (2) (because they are not shared). The idle
power, maximum power and maximum capacity of a typical
Ethernet switch is gathered from [7] and the energy-per-bit is
obtained according to (3) assuming a typical utilization of 20%
(because they are shared). Finally, to determine the energy-per-
bit for LTE base stations, we observe from [25] that the idle
and maximum power consumption of a 3-sector 2x2 MIMO
4G/LTE base station deploy in an urban area are 528W and
333W, respectively. In addition, 4G/LTE base stations consume
more energy in the downlink direction which is 87% of the
total energy consumption according to [25]. The aggregate
throughput of this base station is 72 Mbps with 20 MHz
spectrum [26]. The average energy-per-bit of this base station
is 76.2 μJ/bit in the downlink and 19 μJ/bit in the uplink
assuming a typical utilization of 5% over a 24-hour cycle.
Should be noted that overall, 4G/LTE as an access technology
is much less efficient than the others considered.

The uplink column (the last column in Table II) is used for
calculating incremental energy consumption while uploading
a photo and the downlink column is used for downloading a
photo.

Based on the values in Section IV, the traffic for uploading
a 5-MB photo by a laptop via Ethernet and WiFi is 500 KB.
Hence, the incremental energy consumption of Ethernet and
WiFi equipment for uploading this photo is 0.2 J and 0.5 J,
respectively. For uploading the same photo by a smart-phone
via WiFi and 4G, for which the observed traffic is 1.1 MB,
the incremental energy is 1.2 J and 670 J, respectively. Similar
calculations have been done for downloading the photo. These
results are outlined in Table III.

Power (Watt) Capacity (Mbps) Energy (nJ/bit)

Idle Max Downlink Uplink Downlink Uplink

Ethernet Gateway (CPE) 2.8 4.6 100 100 18 18

ADSL2+ Gateway (CPE) 4.1 6.7 24 3.5 108 866

Ethernet Switch (Network edge) 1,589 1,766 256,000 256,000 31.7 31.7

LTE Base Station (Network edge) 333 528 72 12 76,200 19,000

TABLE II: Energy-per-bit of equipment in access network
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VII. ENERGY CONSUMPTION OF EDGE AND CORE

NETWORK EQUIPMENT

The maximum energy consumption, maximum capacity and
the incremental energy-per-bit (E

′
b) of the network equipment

in the edge (metro) and core networks are listed in Table IV.
Although we do not know what equipment is used in ISP
networks, those listed in the table are representatives of reality.
The maximum energy consumption and maximum capacity are
gathered from Cisco’s power consumption calculator [27]. The
values of E

′
b are calculated based on (3). We used the value

of 20% for ρ .

By using traceroute from end-user device to the Facebook
servers, we estimate that on average five core routers and three
edge routers are along the path between the users and the
servers.

Bringing together the results above for the incremental
energy-per-bit (E

′
b) and the traffic measurements for uploading

the photo, the incremental energy of edge and core equipment
for uploading the photo when using a laptop (with WiFi and
Ethernet) is determined to be 0.8 J. The incremental energy
when using a mobile phone (with WiFi and 4G) is about 1.8
J. These results are summarized in Table V.

For downloading the photo from a server within a data
center, the traffic comes from the data center to core routers,
edge router, BNGs, Ethernet switch and access network, in
turn. Therefore, the incremental energy consumption of all of
this equipment should be considered. The incremental energy
for edge and core network is obtained from the numbers in
Table IV and the measured traffic from Section IV. The in-
cremental energy of equipment in the edge and core networks
during downloading the photo (the observed traffic is 200KB)
is estimated to be 0.3 J. When the observed traffic is 120KB,
the incremental energy is estimated to be 0.2 J. These results
are shown in the second row of Table V.

According to [14], the majority of friends using an OSN
are relatively closely located geographically so we can assume
that half of the friends of a Facebook user are in a local area.
For local users in the same geographic region, the photo can
be cached to an Akamai server once and then other friends
download it from the edge network. Hence, there will be only
a few core and edge router hops. The incremental energy
consumption in the core and edge networks for downloading
one photo for a local friend is summarized in the third row of
Table V.

By using Akamai servers in the edge network, the number
of hops in core routers and edge routers decreases and energy
can be saved. However, the energy consumption of a server in
the edge network is added. The maximum power consumption
and maximum capacity of a typical content server are gathered
from [2] and reported to be 225 W and 800 Mbps, respectively.
The idle power consumption of this server is typically 80% of
the maximum power consumption, therefore the incremental
energy-per-bit, based on (3), is 1.0 μJ/bit. Then, the power
consumption of a server when traffic is 200 KB (the traffic
comes from a Laptop) is 1.7 J and when traffic is 120 KB
(the traffic comes from a mobile phone) is 1 J. The results are
presented in the last row of Table V.

Access via a laptop Access via a phone

Ethernet WiFi 4G WiFi

Upload 0.2 J 0.5 J 670 J 1.2 J

Download 0.08 J 1.4 J 18.2 J 0.8 J

TABLE III: Energy consumption of equipment in access
network for sharing a photo in a social network

Type Max power Max capacity E
′
b

(Watt) (Gbps) (nJ/bit)

BNG 1890 320 27

Edge router 4550 560 37

Core router 12300 4480 12.6

Server 0.8 225 1037

TABLE IV: Energy-per-bit of equipment in edge and core
networks

VIII. PHOTO SHARING ENERGY CONSUMPTION OVER

ONE YEAR

We have estimated the total incremental energy consump-
tion for uploading and downloading one average sized photo
to and from Facebook including the end-user devices and
transport network. The energy consumed for uploading and
downloading the photo is 355 J (0.1 Wh) and 100 J (0.03 Wh),
respectively. We now use these results to estimate the energy
consumption of photo sharing in one year and compare this
value to the total energy consumed fot IT facilities in entire
Facebook data centers in one year which is 500 GWh [12].

Users upload more than 350 million photos to Facebook
every day and all the uploaded photos can be downloaded
by the users friends. Each Facebook user has 140 friends on
average [28] and we have assumed that 90% of the friends
(126 people) view the new uploaded photos. In addition, about
68% of Facebook users are mobile users (751 million of the
1.1 billion) [21]. Since 35% of mobile traffic is WiFi traffic
and 65% is cellular traffic [29], we infer 24% (0.68× 0.35)
of the users are connected to Facebook by WiFi and 44%
(0.68×0.65) of users are connected by 4G. Additionally, we
set the number of users connect to Facebook by Ethernet with
a low power device such as laptops/ultrabooks is the same as
the number of users by WiFi with laptops/ ultrabooks [29],

Core & edge

via a laptop

Core & edge

via a phone

Ethernet WiFi 4G WiFi

Upload 0.8 J 0.8 J 1.8 J 1.8 J

Download from data center 0.3 J 0.3 J 0.2 J 0.2 J

Download from edge network 0.2 J 0.2 J 0.1 J 0.1 J

Server in edge network 1.7 J 1.7 J 1 J 1 J

TABLE V: Energy consumption of equipment in core and edge
networks for sharing a photo in a social network
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(a) Upload energy consumption (GWh) (b) Download energy consumption (GWh)

Fig. 7: Annual energy consumption of photo sharing on Facebook

[30]. Therefore, 16% is assumed for laptop users by Ethernet
and 16% for laptop users by WiFi.

Using these data, we estimate the total incremental energy
consumption for uploading photos to Facebook in one year
to be 12.5 GWh. The energy consumed in end-users devices,
access network and edge (and core) network is estimated to
be 2 GWh, 10.5 GWh and 0.06 GWh, respectively (as shown
in Figure 7a).

Based on the data presented above, we estimate the total
incremental energy consumption for downloading recently
uploaded photos (Hot photos) from Facebook in one year to
be 868 TJ. The request for Hot photos is 82% of all requests,
13% of all requests are for Warm photos (Hot and Warm
photos are downloaded from the edge network) and 5% of
requests are for Cold photos (Cold photos are downloaded
from the data center)[11], the total energy consumption for
downloading photos from Facebook is approximately 292
GWh per year. The consumed energy in end-users devices,
access network, edge (and core) network and servers in the
edge network is estimated to be 103 GWh, 174 GWh, 1 GWh
,and 14 GWh, respectively (as shown in Figure 7b).

IX. CONCLUSION

In this work we developed models to estimate energy
consumed by cloud services across the range of infrastructure
employed, including end-user devices, the access network and
metro/core network. This energy consumption is ignored by
most of the works that have evaluated the energy consump-
tion of cloud based services. The models and measurement
techniques were applied to the photo sharing service on
Facebook to evaluate the energy consumption of user devices
and the transport network while uploading and downloading
photos. Given the current profile of access technologies used
by Facebook users, the estimated annual energy consumption
in the transport network and end-user devices for uploading
and downloading Facebook photos are about 12.5 GWh and
292 GWh, respectively. Facebook does not explicitly report

the energy consumption of their data centers for specific
services such as photo sharing. Instead, what they report is
the gross data center energy consumption, which is 500 GWh.
Comparing our estimate of 304 GWh with 500 GWh, we note
that the energy consumption incurred in the transport network
and end-user devices is about 60% of the energy consumption
of all Facebook data centers. This figure would be higher if we
could compare our estimate with just the fraction of data center
energy consumption attributed to the photo sharing service.

The results in this paper show that achieving an energy-
efficient cloud service, requires improving the energy effi-
ciency of the transport network and the end-user devices along
with that of the data centers. The goal of this study is to gain
insights that can inform network designers for future energy-
efficient deployment of cloud services and applications. The
greatest energy consumption gain would come from improving
the energy-efficiency of the access network, especially for
wireless 3G/4G/LTE. For example, initiatives for networks
to serve wireless users through WiFi hotspots or small cells,
in preference to Macro base stations. In addition, the results
presented in this paper indicate that network designers will
need to deal with applications and services in near future
for which the upstream traffic is greater than its downstream
traffic. Consequentially, there needs to be focus on the re-
designing network structures so that this change in traffic
profile can be accommodated without a significant increase
in energy consumption.

The proposed energy models (for shared and single-user
network equipment) and measurement techniques are not
specific to social networks and are being used to assess the
energy consumption of different services and use cases.
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